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Abstract—With the rapid development of consumer electronics
and communication technology, a large amount of data is
generated from end users at the edge of the networks. Modern
recommendation systems take full advantage of such data for
training their various artificial intelligence (AI) models. However,
traditional centralized model training has to transmit all the
data to the cloud-based servers, which suffers from privacy
leakage and resource shortage. Therefore, mobile edge computing
(MEC) combined with federated learning (FL) is considered
as a promising paradigm to address these issues. The smart
devices can provide data and computing resources for the FL
and transmit the local model parameters to the base station
(BS) equipped with edge servers to aggregate into a global
model. Nevertheless, due to the limited physical resources and
the risk of privacy leakage, the users (the owners of the devices)
would not like to participate in FL voluntarily. To address
this issue, we take advantage of game theory to propose an
incentive mechanism based on the two-stage Stackelberg game
to inspire users to contribute computing resources for FL. We
define two utility functions for the users and the BS, and
formulate the utility maximization problem. Through theoretical
analysis, we obtain the Nash equilibrium strategy of the users
and the Stackelberg equilibrium of the utility maximization
problem. Furthermore, we propose a game-based incentive mech-
anism algorithm (GIMA) to achieve the Stackelberg equilibrium.
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Finally, simulation results are provided to verify the performance
of our GIMA algorithm. The experimental results show that
our GIMA algorithm converges quickly, and can achieve higher
utility value compared to other incentive methods.

Index Terms—Federated learning, recommendation system,
mobile edge computing, incentive mechanism, game theory.

I. INTRODUCTION

NOWADAYS, there has been an explosive growth in the
number of smart devices. According to recent statis-

tics, there are nearly 3 billions smart-phones and 7 billion
connected Internet of Things (IoT) devices all around the
world [1], [2], [3], [4]. These devices generate a huge amount
of data, which enables a lot of machine learning (ML)-
based applications, especially recommendation systems, to be
possible. The availability of more personal information to
servers enables the generation of more accurate and relevant
recommendations for specific users in the recommendation
systems. Currently, recommendation systems play a central
role in several fields, such as e-commerce, video services,
online music services, and advertising, benefiting both users
and service providers [5], [6].

Conventionally, the data are usually transmitted to the cloud
centers for processing. Although the cloud-based servers have
abundant storage and computing resources, the cloud-centric
method suffers from the following issues. First, the data
collected from devices may contain private information such
as personal messages, locations or photos. The privacy leakage
will cause great loss to data owner. Second, with the large
amount of data being generated by smart devices, transferring
the raw data to the cloud can incur significant communication
costs. Furthermore, the cloud is usually located far away from
the smart devices. Therefore, it is not feasible to send all the
raw data to the cloud.

Mobile Edge Computing (MEC) emerges as a transfor-
mative paradigm, wielding the power to provide intensive
storage and computing resources in close proximity to
end-user devices, thereby catalyzing a notable shift from
traditional cloud-centric systems. In this innovative ecosys-
tem, base stations (BSs) are fortified with servers brimming
with storage and computational capacities, paving the way
for a series of benefits, particularly in addressing some of
the intrinsic challenges encountered by traditional cloud-
centric recommendation systems. The propinquity of MEC to
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terminal devices substantially trims down the communication
overhead and effectively minimizes the delay, ensuring a
nimble and more responsive data processing and communi-
cation pipeline [7], [8], [9]. Furthermore, the implementation
of MEC enables the offloading of computational tasks from
resource-constrained devices to the edge, thereby not only
conserving the vital resources of the terminal devices but
also accelerating the execution of computationally intensive
tasks. This proximity enables fast communications that sup-
port real-time applications and services, improving the user
experience by delivering fast, powerful computing right where
the network begins.

In an era where data privacy is important, Federated
Learning (FL) is proposed as a decentralized Machine
Learning (ML) technology that stands out for its inherent
capability to safeguard users’ data from potential misuse, while
also facilitating collaborative model training across a network
of devices [10]. Within the FL framework, each user, being
the proprietor of smart devices, conducts training of their local
model using their respective data samples, thereby ensuring
that the raw, potentially sensitive data do not have to traverse
to a centralized server. Beyond this intrinsic data privacy
feature, FL extends additional merits including reducing the
necessity for massive data transmission across the network,
thus conserving bandwidth and minimizing latency, which
are essential for maintaining a seamless user experience,
especially in real-time applications. Subsequently, a parame-
ter server aggregates these locally-trained model parameters
from all users, generating a global FL model, which can
be employed for various predictive and recommendation
tasks.

While FL inherently enhances privacy by enabling local
model training on the device and reducing the need to share
raw data, it is susceptible to several privacy issues such as
model inversion attacks, membership inference attacks, and
eavesdropping during model update transmissions. Various
privacy-enhancing technologies, such as differential privacy
and homomorphic encryption, offer potential pathways to safe-
guard user privacy by obfuscating or encrypting transmitted
data. The primary intent of our research is to develop incentive
mechanisms to motivate user participation and computational
resource contribution in FL.

The MEC paradigm and FL techniques show great advan-
tage in protecting data privacy and training a recommendation
model. By taking advantage of MEC and FL, many AI
and recommendation system services can be better utilized
and provided [11], [12], [13], [14]. In 2016, Google uti-
lized federated learning to collect keyboard input data from
multiple users’ devices, and trained machine learning mod-
els locally using these data to improve the prediction and
recommendation capabilities of Gboard [15]. However, in FL
for recommendation systems, the performance of the ML
model depends on many factors like the data quantity, data
freshness, communication bandwidth, and the computation
power provided by users [16]. It is also an important issue
that not all the users voluntarily participate in the FL training.
For instance, users suffer from limited local data do not want
to join the FL. Therefore, there is an urgent need for an

incentive mechanism to motivate users to participate in FL for
recommendation systems.

In this paper, in order to incentive the users to contribute
more computing resources to improve the performance of the
FL model, we take advantage of game theory to model the FL
training between the BS and users as a two-stage Stackelberg
game in which the BS is the leader and the users are the
followers. The BS equipped with server publishes an FL task
with payment. The users in the coverage of the BS participate
in the FL by contributing computing resources and local data
samples. The targets of the BS and the users are to maximize
their respective utilities. We theoretically analyze the existence
of the Stackelberg equilibrium for the utilities maximization
problem, and propose a game-based incentive mechanism
algorithm (GIMA) to solve the utilities maximization problems
of the users and BS.

The main contributions in this paper are as follows:
• We consider the FL training scenario in the MEC

paradigm for recommendation systems. The users com-
municate with the BS over wireless networks. We design
two utility functions for the BS and users. We formulate
the utility maximization problems for the BS and users.

• We take advantage of game theory and theoretically ana-
lyze the Nash equilibrium of the users and the Stackelberg
equilibrium of the problems. We further propose the
game-based incentive mechanism algorithm (GIMA) to
reach the Stackelberg equilibrium.

• We conduct extensive simulations to verify the
performance of our GIMA algorithm. The experimental
results show that our GIMA algorithm converges quickly,
and can obtain a higher utility value in comparison with
other incentive methods.

The rest of this paper is organized as follows. Section II
reviews the related work. Section III presents the system
model and problem formulation. Section IV gives the game
model, proves the existence of the Stackelberg equilibrium
and proposes the GIMA algorithm. Section V evaluates the
performance of our GIMA algorithm, and Section VI con-
cludes the paper and discusses the future direction.

II. RELATED WORK

A. Federated Learning and Recommendation Systems

Thanks to its feature of privacy-preserving, FL has attracted
a lot of attention in recent years [17]. Many studies have
been devoted to optimizing the performance of FL. In [18],
Dinh et al. proposed an FL algorithm named FEDL which
could process heterogeneous data. The FEDL algorithm was
only suitable for the problem with strongly convex and smooth
loss functions. They further proposed a resource allocation
optimization problem in wireless environment and aimed to
minimize the FL convergence time and energy consump-
tion. The work of [19] analyzed distributed gradient descent
problem. In order to minimize the loss function under a given
resource budget, the authors proposed a control algorithm
to find the best trade-off between local updates and global
parameter aggregation. In [20], Nishio and Yonetani studied
the node selection problem and proposed a new FL protocol
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which can efficiently select clients based on their resource
conditions. In [21], Bashir et al. emphasized the potential of
FL in enhancing privacy and scalability in Metaverse health-
care, innovatively intertwining it with IoT, AI, and blockchain
technologies. In [22], Pandya et al. comprehensively explored
FL in smart cities, emphasizing its critical role in privacy
preservation and scrutinizing its integration across various
applications, while also examining impending challenges and
future prospects.

In [23], Qi et al. proposed an MEC-based FL framework
that allows distributed model training under privacy preserving
conditions. In addition, the proposed FedCS protocol can
manage clients for collaborative training, which alleviates the
inefficiency of FL. Google employed federated learning to
gather keyboard input data from multiple users’ devices and
trained machine learning models locally using the collected
data to enhance the prediction and suggestion capabilities
of Gboard. The utilization of federated learning technology
ensured user data privacy by enabling the data to remain on
their respective devices [15]. The development of language
models also facilitates the development of recommendation
systems. Moreover, combining recommendation systems with
FL can provide better AI services [24]. Chen et al. studied
the problem of training FL algorithms over a realistic wireless
network [25]. They derived a closed-form expression for the
expected convergence rate of the FL algorithm, and optimized
the user selection and uplink RB allocation to minimize the
FL loss function. Yang et al. provided an overview of FL
applications for 6G wireless networks and discussed essential
requirements, potential applications, associated problems and
challenges in FL [26].

B. Incentive Mechanism in Federated Learning

In FL, it is important to encourage the users to participate
in the FL, since the performance of the FL model depends on
the sufficient data sample and other resource (e.g., computing
resources). Therefore, there are many works studying the
incentive mechanism in FL. In [27], the authors considered a
blockchain-based MCS system, BSIF, that effectively utilized
idle resources of widely used portable devices to perform
sensing tasks, thus addressing the weaknesses of traditional,
centralized MCS systems. In [28], the authors explored the
central role of UAVs as edge intelligence enhancers within the
MECN, highlighting in particular their contribution in provid-
ing communication, computation, and control services. In [29],
the paper adopted a mixed game-based AoI optimization
scheme, utilizing edge-based wireless technologies and AI-
enabled diagnostic bots, to enhance timely infector detection
during the COVID-19 pandemic.

In [30], Zeng et al. proposed a lightweight and incentive
compatible incentive mechanism named FMore. They aimed
to inspire more high-quality edge nodes with low cost to par-
ticipate in FL and eventually improve the performance of FL.
In [31], the authors proposed a social welfare maximization
problem for cross-silo FL. A distributed algorithm based on
incentive mechanism was designed to maximize the social
welfare. In [32], Zhan et al. studied the impact of data

Fig. 1. The system model of FL for recommendation systems over wireless
communication networks in MEC.

quantity on performance. A game-based incentive mechanism
was proposed to encourage edge nodes to contribute their data
samples. The authors aimed to maximize the utilities of the
users. In [33], the authors modeled a reverse auction problem
to encourage high-quality learning users to participate in FL,
and they proposed a novel system named FAIR to optimize
the global learning model. In [34], in order to maximize the
social welfare of the FL services market, Jiao et al. proposed
two auction mechanisms to incentive data owner to participate
in FL. They also took the communication traffic congestion
into consideration in the FL. Le et al. considered the scenario
of wireless communication in [35]. The authors proposed a
randomized auction framework for FL and aimed to minimize
the energy consumption of each user.

Most previous works on FL for recommendation systems
have overlooked the willingness of users to contribute their
resources. Especially in resource-constrained MEC environ-
ments, the performance of the MEC systems might be
significantly degraded if a portion of users are unlikely to
provide their computing resources for training the AI model
in FL framework. Our incentive mechanism of FL for recom-
mendation systems in MEC, to be described next, is designed
to fill this gap.

III. SYSTEM MODEL AND PROBLEM FORMULATION

A. Federated Learning Model for Recommendation Systems

We consider a typical FL scenario for a recommendation
system over a cellular network environment, shown in Fig. 1.
It consists of one BS with edge server and N users denoted
by N = {1, 2, . . . , N}. Each user trains his own local
recommendation model using local raw data collected from
users. Afterwards, only the parameters of the local models
are uploaded to the edge server for aggregation to obtain the
global model. Finally, the aggregated global model is sent back
to the user devices for inference and/or the next iteration of
training. In this paper, similar to related works [32], [36], [37],
we suppose that the data sample in FL is sufficient.

Formally, each user has a local dataset Dn =
{Ik

n, Ok
n,1≤k≤Dn

} including Dn data samples, where Ik
n denotes

the input and Ok
n denotes the corresponding output. Let w

denote the parameters of the FL model, and the loss function
of user n with one sample is hn(w, Ik

n, Ok
n), and the total loss
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function of user n is

Hn(w) = 1

Dn

Dn∑

k=1

hn

(
w, Ik

n, Ok
n

)
. (1)

Then, in order to obtain an FL model, the target of the FL
training problem is to minimize the global loss function

min
w

H(w) = 1

D

N∑

n=1

Dn∑

k=1

hn

(
w, Ik

n, Ok
n

)
, (2)

where D = ∑N
n=1 Dn is the total samples of all users.

In order to solve the problem (2), we adopt a conventional
FL method from [38]. It is an iterative method that requires a
number of global iterations to achieve a global accuracy level.

Specifically, in each iteration t, each user downloads the
global model parameters w from the BS, and trains the local
model with local dataset to solve the local FL problem, which
can be expressed as:

min
gn

�n
(
wt, gn

)

= Hn
(
wt + gn

)− (∇Hn(w) − γ∇H
(
wt))Tgn, (3)

where γ is a constant value, gn denotes the solution of the
problem (3), and wt + gn is the local FL model parameters of
user n at iteration t. Similar to [39], each user n adopts the
gradient method to solve problem (3) with local accuracy θ

that characterizes the quality of the local model, and produces
the output gn that satisfies

�n
(
wt, gn

)− �n
(
wt, g∗

n

)
< θ

(
�n
(
wt, 0

)− �n
(
wt, g∗

n

))
. (4)

Multiple local iterations are required to achieve the local
accuracy. Then each user n transmits the local parameter gn
to the BS. Next, the BS aggregates the local parameters from
the users and computes the global parameters, which can be
expressed as:

wt+1 = wt + 1

N

N∑

n=1

wt
n. (5)

Finally, the BS broadcasts the global parameters to all users,
which is used for the next round of iteration. This process is
repeated until the global accuracy ε of (2) is achieved.

In order to obtain the number of local iterations and the
number of global iterations, we consider that function Hn(w)

is π − Lipschitza and ν − strongly convex, i.e.,

νI � Hn(w) � πI, ∀n ∈ N . (6)

Similar to [39], we can replace the assumption of γ -strong
convexity with the γ -bounded nonconvexity condition for
the nonconvex loss function. It has been proven that the
regularized versions of Ln(wn) and L(w) satisfy γ -strong
convexity and (π + 2γ )-Lipschitz properties. Therefore, the
convergence analysis of convex loss function can be directly
applied. Then, the general lower bound on the number of
global iterations depends on the local accuracy ν and the
global accuracy ε, which can be expressed as

Ig(ε, ν) = C log(1/ε)

1 − ν
. (7)

TABLE I
NOTATIONS AND DEFINITIONS

Parameter C is a constant depending on the loss function [40].
For each user n, it is necessary that consuming additional
resources to attain an accurate value of νn. The lower bound on
the number of local iterations needed to achieve local accuracy
νn, which is derived in [39], can be expressed as:

Il
n = ϑn log

(
1

νn

)
, (8)

where ϑn > 0 is a parameter that depends on the parameters of
Fn(w) [39]. Similar to [41], we normalize ϑn = 1. The upper
bound of the Ig can be obtained based on the worst case of
the users’ local accuracy, which can be expressed as:

Ig = C log(1/ε)

1 − max νn
, ∀n ∈ N . (9)

B. Communication and Computation Models of Federated
Learning for Recommendation Systems

In each global iteration, the users transmit the local model
parameters to the BS. We consider that the BS communicates
with the users by FDMA-based scheme [42]. Therefore, there
is no interference between different users. Based on the
Shannon Theorem, the transmission rate rn from user n to BS
is expressed as
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rn = Bn log2

(
1 + pngn

Bnσ

)
, (10)

where Bn denotes the bandwidth allocated to user n, pn denotes
transmission power, gn is the uplink channel gain, and the
white Gaussian noise is expressed by σ .

The transmission delay of the local model update from user
n to the BS is

Ttr
n = ξ

rn
, (11)

where ξ is the data size of the local model and it is the same
for all users. Moreover, the transmission energy consumption
in each global iteration is

Etr
n = Ttr

n pn = ξpn

rn
. (12)

During each global iteration, each user downloads the global
model parameters and trains the local model to achieve the
level of local accuracy. The process of local model update
needs local computing resources and energy. Therefore, for
user n, the execution time of one round in local iteration is

τn = cnxn

fn
, (13)

where cn is the density (CPU cycles for executing one data
sample) of data samples, xn is the number of data samples of
user n, fn is the computation resource that user n contribute to
the FL model training. Specifically, the energy consumption
in one local iteration is

Ecom = τnκf α
n = cnxnκf α−1

n , (14)

where κ is the effective capacitance parameter for user n, and
α ≥ 2 is the exponent parameter [43]. We define α = 2 in
this paper. Thus, we have

Ecom = cnxnκfn. (15)

Hence, the total energy consumption is composed of the
energy consumed over Ig rounds of global iterations. Each
of these global iterations consists of two main components:
the energy consumed during Il

n rounds of local iterative
computations and the energy required for a single model
transmission. Hence, the total energy consumption for a user
n in the process of FL model training is

Etol
n =

(
Il
nEcom

n + Etr
n

)
Ig

=
(

log

(
1

νn

)
Ecom

n + Etr
n

)
C log(1/ε)

1 − maxn∈N νn
. (16)

C. Problem Formulation

In this part, we consider an incentive mechanism based
on Stackelberg game to encourage the users to contribute
computing resources. Therefore, in order to maximize the
profits of the users and BS, we formulate two utility functions
to represent the profits of the users and BS, respectively.

1) Utility of Users: From the users’ perspective, the
rewards are competitively obtained from the BS’s payment,
and the size of these rewards depends not only on their
own participation level, but also on the participation level
of other users. Their training costs include both computation
and transmission energy consumption. The users may be
heterogeneous in terms of their capacity to process data
samples. Therefore, we define the process efficiency for user
n as

pen = fn
cn

, (17)

which denotes the number of CPU cycles for processing one
data sample. The BS publishes an FL training task with
payment η. According to the η and other users’ strategies, each
user decides how much computing resources it contributes.
Therefore, the utility of the user n is

un
(

fn, f−n

) =
fn
cn∑N

n=1
fn
cn

η − ρEtol
n , (18)

where f−n = { f1, f2, . . . , fn−1, fn+1, . . . , fN} is the strategies
of all users excluding user n, ρ is the conversion factors
(e.g., joules to dollars), and ρEtol

n denotes the cost. The user
n earns payment according to its contribution.

2) Utility of BS: For the BS, the reward is derived from
the computational resources contributed by the users. We use
a logarithmic function to represent the diminishing marginal
returns of the BS with respect to the computational resource
contributed by the users, illustrating that as users contribute
more computational resource, the additional utility or benefit
received by the BS begins to decrease. The cost to the BS,
on the other hand, is primarily the payment made to the users
for their computational contributions and participation in FL.
The BS publishes an FL training task with payment η, and the
utility of the BS is

uBS(η) = λ log

(
1 +

N∑

n=1

fn
cn

)
− η, (19)

where λ denotes the satisfaction level to the BS’s FL task, and
log(1+∑N

n=1 fn/cn) represents the BS’s diminishing return on
the processing capacity of users. This kind of utility function
has been widely adopted to represent the utility in the other
works [44], [45].

3) Utility Maximization: In our proposed two-stage
Stackelberg game framework, the interactions between the
parties involved in FL are highly complex. The BS needs
to decide on an appropriate payment to attract users to
participate to obtain a high-quality model (Eq. (20)). Users
need to decide on their level of participation to maximize
their utilities (Eq. (21)). Thus, the optimization problems can
be expressed as:

BS: max
η

(
u(η) = λ log

(
1 +

N∑

n=1

fn
cn

)
− η

)
. (20)

User: max
fn

un
(

fn, f−n

)
. (21)
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IV. GAME-BASED INCENTIVE MECHANISM FOR FL

In this section, we formulate the utility maximization
problem to a two-stage Stackelberg game. In the second stage,
we prove the existence of Nash equilibrium among users,
and then, the Nash equilibrium strategies of the users can be
determined based on the given payment. With the computing
resources contributed by users, in the first stage, we analyse
the existence of Stackelberg equilibrium between the users and
BS, and we further determine the optimal payment value of
the BS.

A. User Frequency Determination

In the intricately designed two-stage Stackelberg game, the
methodology begins with user interactions in the second stage
and aims to establish a Nash equilibrium among them. Users
seek to maximize their utility, which is a trade-off between
rewards and costs in FL. To ensure that no single user can
unilaterally deviate to achieve higher utility without affecting
others, we validate the existence of Nash equilibrium through
rigorous mathematical proofs and logical consistency. Based
on Eq. (18), each user competes with others to obtain more
profits by contributing more computing resources. It is noted
that the strategies among the users are coupled. In order to
solve the problem (21), we propose a game-based approach to
calculate the optimal strategies for the users in second stage.

Definition 1: f∗ = ( f ∗
1 , f ∗

2 , . . . , f ∗
N) is denoted as a Nash

equilibrium of the game. In this case, there is no way for any
player to further increase the utility by one-side changing its
strategy under the state of Nash equilibrium f∗, i.e.,

un
(

fn, f∗−n

) ≤ un
(

f ∗
n , f∗−n

)
, ∀n ∈ N , (22)

To study the Nash equilibrium of the users in FL with the
given η, we derive the first order derivative of un( fn, f−n) with
respect to fn, i.e.,

∂un
(

fn, f−n

)

∂fn
= η

cn
∑N

m=1
fm
cm

− fnη
(

cn
∑N

m=1
fm
cm

)2

− ρcnxnκ log

(
1

νn

)
C log(1/ε)

1 − max νn
. (23)

Then, we further derive the second-order derivative of
un( fn, f−n) with respect to fn, i.e.,

∂2un
(

fn, f−n

)

∂fn2
= − 2η�m
=n

fm
cm(∑N

m=1
fm
cm

)3
< 0. (24)

Lemma 1: The utility functions of the users are continues
and convex.

Proof: According to Eq. (24), the second-order derivative
of user n is negative in the domain of strategy fn. Therefore,
the utility function of each user is continues and convex.

Lemma 2: The strategy sets are convex.
Proof: We set x1, x2 ∈ [0, f max

n ], and μ ∈ [0, 1]. According
to the definition of convex set, μx1 + (1 − μ)x2 ∈ [0, f max

n ]
always holds. Therefore, The strategy sets are convex.

Lemma 3: The strategy sets are compact.
Proof: fn ≤ f max

n , where f max
n is the user n’s upper bound

of the computing resources. Therefore, The strategy sets are
compact.

Based on Lemma 1-3, we further propose that there exist
a Nash equilibrium among the users. In this case, we let the
first order derivative of user n equal to zero, i.e.,

∂un
(

fn, f−n

)

∂fn
= 0, (25)

then, we can obtain the optimal strategy of the user n, which
can be expressed as

fn =
√

ηcn
∑

m
=n
fm
cm

bn
−
∑

m
=n

fm
cm

cn, (26)

where bn = ρcnxnκ log( 1
νn

)
C log(1/ε)
1−max νn

is a constant. If the right
hand of Eq. (26) is negative, the user n does not contribute
computing resources in the FL model training. If fn is more
than the upper bound f max

n , then, the strategy of user n should
be set to f max

n . Therefore, we obtain

fn =

⎧
⎪⎪⎨

⎪⎪⎩

0, η ≤ ∑
m
=n

fm
cm

bncn;√
ηcn

∑
m 
=n

fm
cm

bn
−∑

m
=n
fm
cm

cn 0 < fn < f max
n ;

f max
n , otherwise.

(27)

Based on definition 1, when the game converge to the Nash
equilibrium point, we can obtain the strategies of all users.

Theorem 1: The strategy set ( f ∗
1 , f ∗

2 , . . . , f ∗
M) is a Nash

equilibrium, where

f ∗
n = (M − 1)ηcn∑M

i=1 bici

(
1 − bncn

(M − 1)
∑M

i=1 bici

)
. (28)

Proof: According to Eq. (23), we have

∂un
(

fn, f−n

)

∂fn
= 0, 0 < fn < f max

n , (29)

then,

η

M∑

i=1

f ∗
i

ci
− f ∗

n

cn
η = bncn

(
M∑

i=1

f ∗
i

ci

)2

. (30)

For all users n ∈ M ⊆ N , we get
⎧
⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

η
∑M

i=1
f ∗
i
ci

− f ∗
1

c1
η = b1c1

(∑M
i=1

f ∗
i
ci

)2

η
∑M

i=1
f ∗
i
ci

− f ∗
2

c2
η = b2c2

(∑M
i=1

f ∗
i
ci

)2

...

η
∑M

i=1
f ∗
i
ci

− f ∗
M

cM
η = bMcM

(∑M
i=1

f ∗
i
ci

)2

(31)

We sum up the Eq. (31) at the Nash equilibrium point as

Mη

M∑

i=1

f ∗
i

ci
−

M∑

i=1

f ∗
i

ci
η =

M∑

i=1

bmcm

(
M∑

i=1

f ∗
i

ci

)2

. (32)

Therefore, we obtain
M∑

i=1

f ∗
i

ci
= (M − 1)η
∑M

m=1 bmcm
. (33)
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Then, we substitute Eq. (33) into Eq. (25) and obtain f ∗
n =

(M−1)ηcn∑M
i=1 bici

(
1 − bncn

(M−1)∑M
i=1 bici

)
.

Theorem 2: For each given η, the optimal solution to
problem (21) is given by Theorem 1. Here, S is the set of
optimal users to the FL, and the set can be represented as

S =
{

v ∈ M|bv
ncv

n <

∑v
i=1 bici

v − 1

}
(34)

Proof: For each given η, the Nash equilibrium strategy of
the users is positive. Therefore, let f∗ be the optimal strategy
to (21) and define S := {v ∈ M|f ∗

v > 0}. We reorder the users
such that b1

nc1
n ≤ b2

nc2
n ≤ . . . ≤ bM

n cM
n . If bm1

n = cm2
n , order

them in the increasing order of v. Based on Eq. (28), we have

(M − 1)ηcn∑M
i=1 bici

(
1 − bncn

(M − 1)
∑M

i=1 bici

)
> 0, (35)

then, we obtain

bncn <

∑M
i=1 bici

M − 1
. (36)

Due to the ordering of the users, we know m ∈ S ⇒ m−1 ∈ S ,
and thus, S is of the form {1, 2, . . . , V} for some V ≤ M. Let
S ′ = {1, . . . , T} be another such set where we assume that
T > M. Then, {V + 1, . . . , T} /∈ S . Then, we have

bV+1
n cV+1

n ≥
∑V

i=1 bici

V − 1

⇒ bV+1
n cV+1

n (V − 1) ≥
V∑

i=1

bici

⇒ bV+1
n cV+1

n (V + 1 − 1) ≥
V+1∑

i=1

bici

⇒ bV+1
n cV+1

n ≥
∑V+1

i=1 bici

V
. (37)

Since b1
nc1

n ≥ b2
nc2

n, we can repeat this process and derive

bM
n cM

n ≥
∑M

i=1 bici

M − 1
, (38)

which is a contradiction to the definition of S ′. Therefore, in
the case of b1

nc1
n ≤ b2

nc2
n ≤ . . . ≤ bM

n cM
n , S is of the form

S =
{

v ∈ M|bv
ncv

n <

∑v
i=1 bici
v−1

}
.

Theorem 3: The Nash equilibrium strategy set
( f ∗

1 , f ∗
2 , . . . , f ∗

M) is the optimal strategy set of the second stage.
Proof: We substitute the Eq. (33) into Eq. (23), and let the

first order derivative equal zero, then, we obtain

∑

i 
=n

f ∗
i

ci
= bncn

η

(
M∑

i=1

f ∗
i

ci

)2

= bncn

η

(
(M − 1)η
∑M

m=1 bmcm

)2

. (39)

Then, substituting the Eq. (39) into Eq. (26), we have

f ∗
n =

√√√√ηcn
∑

m
=n
f ∗
m

cm

bn
−
∑

m
=n

f ∗
m

cm
cn

= (M − 1)ηcn∑
i∈M bici

(
1 − bncn

(M − 1)∑
i∈M bici

)
, (40)

which means Eq. (28) equal the Eq. (26) in the case of Nash
equilibrium. Therefore, The Nash equilibrium strategy set is
the optimal strategy set of the second stage.

Theorem 4: In each iteration of the game, half of the users
are eliminated.

Proof: Based on Eq. (27), the user n gives up this oppor-
tunity to participate the FL training in the condition of
fn < 0 with the given η. In this case, when the number of
remaining users M is relatively large, and the parameters bn

and cn are obtained randomly from a range for the reason of
heterogeneity of users. According to Eq. (28), there exist a
probability of 50% to eliminate the user n when its parameters
meet the following condition:

bncn(M − 1) ≥
M∑

i=1

bici. (41)

Therefore,

1 − bncn
(M − 1)
∑M

i=1 bici
≤ 0. (42)

Then, the user n is eliminated because of fn ≤ 0.

B. BS Payment Determination

In the first stage, the BS, as the leader, determines the
optimal payment to the users. It aims to maximize its
utility, while taking into account user participation and the
effectiveness of global model updates to design incentive
mechanisms that ensure user contributions. Establishing the
Stackelberg equilibrium involves confirming that the BS, while
anticipating user strategies, sets an optimal payment strategy,
and subsequently users respond optimally to that payment,
ensuring a stable, sequentially rational outcome. There exist
a Nash equilibrium among users with any given payment
value η. Therefore, the BS can determine a best payment value
for the first stage of Stackelberg game in order to maximize
the utility.

Theorem 5: Based on Theorem 1, with the best response of
the users, the best strategy of the BS is

η∗ = 1 − 1
∑M

n=1
(M−1)∑M

i=1 bici

(
1 − bncn

(M−1)∑M
i=1 bici

) . (43)

Proof: According to Eq. (19), we have

∂uBS(η)

∂η
= λ

∑M
i=1

1
ci

∂fi
∂η

1 +∑N
i=1

fi
ci

− 1

=
λ
∑M

n=1
(M−1)∑M

i=1 bici

(
1 − bncn

(M−1)∑M
i=1 bici

)

1 +∑N
i=1

fi
ci

− 1. (44)
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Then, we further derive the second-order derivative of uBS(η)

with respect to η as

∂2uBS(η)

∂η2
= −λ

1
(

1 +∑N
i=1

fi
ci

)2

(
M∑

i=1

1

ci

∂fi
∂η

)2

+ λ
1

1 +∑N
i=1

fi
ci

N∑

i=1

1

ci

∂2fi(η)

∂η2
. (45)

Based on Eq. (28), we have ∂2fi(η)

∂η2 = 0, and the third part
of the Eq. (45) is zero. According to the above analysis, we
derive that the second order derivative of uBS(η) is negative,
i.e., ∂2uBS(η)

∂η2 < 0.

The domain of η is [0,∞), and we define G(η) = ∂2uBS(η)

∂η2 ,
then, we have

{
G(0) = 0
G(∞) = −∞ (46)

Since the second order derivative of uBS(η) with respect to
η is negative, the utility function of BS is convex. Therefore,
there exist a unique payment value of BS at Stackelberg
equilibrium point.

Furthermore, let the first order derivative of uBS(η) equal to
zero, i.e.,

∂uBS(η)

∂η
= 0, (47)

then, we have

M∑

i=1

1

ci

∂fi
∂η

= 1 +
M∑

i=1

fi
ci

. (48)

We substitute Eq. (33) into Eq. (48) as

M∑

n=1

(M − 1)
∑M

i=1 bici

(
1 − bncn

(M − 1)
∑M

i=1 bici

)
= 1

+
M∑

n=1

(M − 1)η
∑M

i=1 bici

(
1 − bncn

(M − 1)
∑M

i=1 bici

)
. (49)

In the end, we obtain the best payment value of the BS is

1 − 1/
∑M

n=1
(M−1)∑M

i=1 bici

(
1 − bncn

(M−1)∑M
i=1 bici

)
.

C. Game-Based Incentive Mechanism Algorithm Design

We propose the Game-based Incentive Mechanism
Algorithm (GIMA) as shown in Algorithm 1. t stands for
the integrative epoch ID. GIMA is primarily constituted
of several important stages to ensure a coherent and
effective incentive mechanism in FL. Initially, it includes an
information initialization and broadcasting phase, wherein
relevant parameters and information are established and
broadcast through the network to set the stage for subsequent
computations. Following this setup, the algorithm advances
to a crucial step where both the BS and users independently
compute their optimal solutions, pursuing their respective
objectives of utility maximization and cost minimization. It

Algorithm 1: Ordering-Based Incentive Mechanism
Algorithm (GIMA)

1 Initialize the iterative epoch t = 0 and the number of
the users |S(0)| = N.

2 for n ∈ S(t) do
3 each device n sends bn and cn to the BS.

4 repeat
5 The BS determines η∗(t) based on Eq. (43).
6 if η∗(t) < 0 then
7 End the whole game.
8 else
9 Select the optimal users set S based on Eq. (34).

10 Compute un(t) and f ∗
n (t) based on Eq. (18) and

Eq. (28).
11 if f ∗

n (t) > f max
n then

12 f ∗
n (t) = f max

n

13 .

14 S(t + 1) = S(t)
15 t = t + 1
16 until The set M is no change for I continuous epochs;

is noted that the users and BS operate under a sequential
decision-making process, ensuring that the respective
strategies are mutually informed and adaptive to one another’s
decisions. Finally, GIMA converges on a final analytic solution
through an iterative process that continuously updates and
optimizes the responses of the BS and users. This solution
inherently balances the BS and users’ utility maximization
and computational cost considerations.

At the beginning of the GIMA, we initialize all the users
participating the FL model training (Line 1). Then, all the
users send the local parameters to the BS, i.e., the density of
data samples cn and the system parameter bn (Line 2-3). The
BS calculates the optimal payment strategy based on Eq. (46)
(Line 5). In the case of η∗ < 0, the BS gives up the opportunity
to publish the FL model, otherwise, the BS sends η∗ to all
users (Line 6-8). The time complexity of the above operation
is O(1).

Then, based on η∗, the BS needs to determine the optimal
users set based on Theorem 2. The BS reorders the users
with bncn in the increasing order and selects the optimal users
set according to Eq. (34). The sorting operation can actually
be performed outside the loop, where the computational
complexity is O(N log N) (Line 9). Once the BS determines
the optimal users set, the optimal computing resources can be
determined according to Eq. (28). If f ∗

n is greater than f max
n ,

the user will contribute all the available computing resources,
where the computational complexity is O(1) (Line 10-12).

Finally, if the set S is no change for I continuous epochs,
which means no users or BS can further increase utility.
Then, the BS broadcasts the optimal strategy of the computing
resources to all users (Line 14-16). In the worst case, the game
iterates N times until there are no users remaining. Therefore,
the computational complexity of GIMA is O(N log N + N).
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TABLE II
EXPERIMENT SETUP

Fig. 2. The impact of different strategies.

V. PERFORMANCE ANALYSIS

A. Experimental Setup

In this section, we conduct simulation experiments to
validate our GIMA algorithm. We consider a cellular network
that includes one BS and multiple users. The users are
randomly distributed in the BS’s coverage area. The parameter
settings are as follows. The size of the FL model is 0.16 Mbits.
The number of data samples is uniformly distributed between
[500,1000]. The effective switched capacitance parameter κ is
10−28 [32]. The channel bandwidth allocated to each user is
30 kHz and the transmission power is uniformly distributed
between [100, 200] mW. The channel gain is set to d−3

n ,
where dn is the distance between user n and the BS. The
local accuracy is uniformly distributed between [0.5, 0.9] and
the global accuracy is 0.5. The background noise is −100
dBm [39]. The detailed description of the parameters are listed
in Table II. Unless otherwise noted, subsequent experiments
were conducted adhering to the aforementioned parameters.

B. Parameter Analysis

Fig. 2 shows that there exist the unique Stackelberg equi-
librium strategies for the BS and the users. We set N = 30 to
execute the experiment. At the Stackelberg equilibrium point,
the optimal payment is 13.7 and the utility value is 26.4.
In order to validate the existence of the unique Stackelberg
equilibrium, we vary the payment value from 0 to 50 with fixed
user number and users’ strategies. As illustrated in Fig. 2(a),
the curve of the BS’s utility is convex, and the highest point of
the curve is the best response of the Stackelberg equilibrium.
We also validate the unique Nash equilibrium among the users.
As shown in Fig. 2(b), for each user, we vary the frequency

Fig. 3. Number of users with each iteration.

Fig. 4. The utilities of users with different strategies.

with fixed strategies of other users and the payment of the BS.
It is noted that the utility curve of each user is convex. In this
case, the users can maximize the utility by determining the
strategies of computing resources.

Fig. 3 shows that the remaining number of users after
several iterations. In the case of uniform distribution of
user parameters, half of the users are eliminated based on
Theorem 4. In our simulated experiments, we obtain the
parameters from a domain randomly, and we compare
the remaining user number of our GIMA algorithm with
the uniform distribution method. We can see that the two
ways of parameter selection have the same downward trend
in terms of the number of remaining users. The results
also demonstrate that the GIMA algorithm can reach the
Stackelberg equilibrium quickly. This shows the scalability of
our GIMA algorithm, which is important for real-world and
large-scale system.

Fig. 4 shows the variations of the users’ utilities with
different strategies of BS and users. Fig. 4(a) shows that the
utility value of the users with different payment from the BS.
We illustrate the variation in utility for three users, i.e., user-1,
user-6 and user-7, as the payment value changes from 10 to
17. Obviously, all the users’ utility valve is increasing with the
increase of the payment. Fig. 4(b) shows that the utility value
of the users with different computing frequency. It is clear that
the utilities of the users decrease as the frequency increase.
This is because more frequency contribution results in more
consumption of energy. Therefore, the utilities of all users
are monotonically decrease. As can be observed, the slope of
user-1 is greater than that of user-6, which in turn is greater
than that of user-7. This is a consequence of the competitive
dynamics among the users. After the BS provides a payment,
each user obtains their respective optimal solutions. However,
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Fig. 5. The utilities of BS and users with different λ.

Fig. 6. The strategies of BS and users with different number of users.

due to the inequalities b1c1 < b6c6 < b7c7, user-1 is in a
more advantageous position in the competition, enabling it to
achieve higher utility.

Fig. 5 shows the impact of satisfaction level λ on the
utilities of BS and users. Firstly, we illustrate the variation
in utility for the users with the fixed payment value η, and
the satisfaction level is varied from 10 to 17.5. It can be
observed that the utilities of users increase with the increase
of satisfaction level λ in Fig. 5(a). Actually, as the satisfaction
level increases further, the BS is willing to pay more for
the computing resources. Furthermore, the user-1 contributes
the most computing resources, and with the increase of the
satisfaction level, the growth speed of the user-1 is the fastest
in terms on the utility value. Fig. 5(b) shows that the utility of
BS increases with the level of satisfaction. In order to show
the impact of data samples’ density on the utility of the BS,
we set the same data samples’ density for all the users. As the
value of the data samples’ density increases, we can see that
the utility value of BS is decreasing. This is because the users
need more computing resources to process one data sample,
as the density value of the data sample increases.

C. Comparison Experiment

In this section, we perform comparison experiments using
the following two comparison algorithms to further evaluate
the superiority of our proposed GIMA algorithm.

• Random: The BS publishes an FL training task with a
random η, then, all the users to determine their strategies
with the payment η. We first reach the Stackelberg equi-
librium based on our GIMA algorithm, and we determine
the optimal strategies η∗ and f∗ of the BS and the users
respectively. Then, we randomly choose a payment from
0 to η∗. The users redetermine their strategies with the
payment η∗.

Fig. 7. The utilities of BS and users with different number of users.

• Fix: The BS publishes an FL training task with a fixed
η = 10, then, all the users reach the Nash equilibrium
based on the payment η.

Fig. 6 shows the strategies of BS and users with different
number of users. Fig. 6(a) illustrates that the average frequency
of users for the three algorithms decreases as the number
of users increases. This is because more and more users
participate in the FL training and divide the payment as the
number of users raises. Therefore, the average amount of
payment gained by users become smaller and they are not
willing to contribute more computing resources. In addition,
it is noted that the user’s average frequency of our GIMA
algorithm is always highest. This also demonstrates that our
proposed GIMA algorithm has good performance to inspire
users to contribute computing resources.

Fig. 6(b) shows the BS’s strategies of the GIMA algorithm
and Random algorithm. We can see that our GIMA algorithm
provide the highest payment to the users. In addition, with the
user number increase, the growth speed of both algorithms is
getting slower and slower. This is because when the computing
resources is already satisfied, the BS cannot increase its
expenses indefinitely to ensure its revenue.

Fig. 7 shows the utilities of the BS and the users. Fig. 7(a)
shows the BS’s utility of the Random algorithm, the GIMA
algorithm and the Fix algorithm with different user number.
We can see that the BS utilities of our GIMA algorithm is the
largest among the three algorithms. With the number of users
increases, the gap of the utility between the GIMA algorithm
and the other two algorithm is getting wider. Furthermore, it is
noted that the growth speed of our GIMA algorithm is slower
than linear growth. Actually, as the user number increases
further, more and more users participate in the FL training,
and the BS can obtain large amount of computing resources.
However, in order to obtain the maximum utility, the amount
of computing resources needed for BS will stabilize.

Fig. 7(b) illustrates the users’ average utilities of the three
algorithms with different user numbers. We can see that as the
user numbers increases, the users’ average utilities decreases.
This is because with the number of users increases, more and
more users participate in the FL training while the growth
speed of the payment is flat. Therefore, the average utilities of
the users become smaller. It is obvious that the BS’s utility of
our GIMA algorithm is the largest among the three algorithms,
and the gap of the users’ average utilities between the GIMA
algorithm and the other two algorithm is getting wider.
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The main factors influencing the superior performance of
GIMA are its foundation in the two-stage Stackelberg game,
which inherently allows it to balance utility maximization
for both users and the BS by systematically consider-
ing their respective cost-benefit trade-offs in a hierarchical
decision-making process. This design effectively encourages
user participation and maximizes the utility of the BS,
thereby providing a robust solution to our optimization
problems.

VI. CONCLUSION

In this paper, we investigate an MEC system cooperated
with FL for an recommendation system in the coverage area
of BS. The BS publishes FL tasks with payment, and the
users compete for profit by contributing computing resources
and local data. We design two utility functions for the users
and BS. We also formulate the utility maximize problem
with a two-stage Stackelberg game, and theoretically prove
the existence of Stackelberg equilibrium. Then, the GIMA
algorithm is proposed to obtain the equilibrium strategies
for the users and BS in a limited number of iterations.
In the evaluation part, through simulation experiments, we
illustrate that the GIMA algorithm can converge quickly and
achieve higher utility value compared with other incentive
methods. For our future work, we will consider the impact
of freshness of the data and inspire the users to provide
fresh data to train a more accurate model. In our future
work, we will further consider the insufficient data sample and
study the adaptive framework of incentive mechanism for FL.
Moreover, we will explore various incentive mechanism design
approaches from the economic perspective, such as reverse
auction.
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